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Resumen
Objetivo: Investigar los principales impactos de la volatili-
dad cambiaria sobre las exportaciones colombianas de sus 
principales socios comerciales para el periodo 2001-2019, 
con el uso de variables de control además de la medida de 
volatilidad cambiaria, como el pib de los países, distancia y 
dummy variables de contigüidad y lenguaje común.
Metodología: mco agrupado, modelos de panel de efectos 
fijos y aleatorios y modelo de pseudo máxima verosimilitud 
de Poisson.
Resultados: Los resultados mostraron que la volatilidad 
cambiaria es perjudicial para la relación comercial entre 
Colombia y sus socios comerciales. Un aumento de 1% en 
la volatilidad cambiaria en el largo plazo puede reducir las 
exportaciones colombianas en 0.25-0.4%. Los resultados 
también sugieren que la información pasada es particular-
mente relevante para evaluar el impacto de la volatilidad en 
el comercio. Como se esperaba, los ingresos de los expor-
tadores e importadores pueden aumentar el comercio y la 
distancia puede reducir el comercio.
Limitaciones: Los datos sectoriales utilizados se pueden 
explorar mejor.
Originalidad: Por primera vez se utiliza esta metodología y 
análisis de datos para investigar el impacto de la volatilidad 
cambiaria en el comercio colombiano.
Conclusiones: Los resultados añaden otra evidencia empí-
rica a la literatura sobre tipo de cambio y comercio, donde 
las políticas económicas que apuntan a estabilizar el tipo de 
cambio probablemente aumentarán el volumen de comer-
cio para Colombia y sus socios comerciales.
Palabras clave: Volatilidad cambiaria, ecuación de grave-
dad, exportaciones, Colombia.
Clasificación jel: F11, F14, F31.

Abstract
Objective: To investigate the main impacts of the bilateral 
exchange rate (er) volatility on Colombian exports for its 
main trade partners for the period 2001-2019, with the 
use of control variables in addition to er volatility measure, 
such as countries’ gdp, distance, and dummy variables for 
contiguity and common language.
Methodology: Pooled ols, Fixed and Random Effects Panel 
models, and Poisson Pseudo Maximum Likelihood model.
Results: The results showed that er volatility is harmful to 
the commercial relationship between Colombia and its tra-
ding partners. An increase of 1 % in the long term exchange 
rate volatility can reduce Colombian exports by 0.25-0.4%. 
Results also suggest that past information is particularly 
relevant in order to assess the impact of exchange rate vola-
tility on trade. As expected, exporter and importer incomes 
can increase trade, and distance can reduce trade.
Limitations: Sectoral data used can be better explored. 
Originality: For the first time this methodology and data 
analysis is used to investigate the impact of er volatility on 
Colombian trade. 
Conclusions: Results add another empirical evidence to 
the literature of exchange rate and trade, where economic 
policies that aim to stabilize the exchange rate are likely 
to increase the volume of trade for Colombia and its trade 
partners. 
Key Words: Exchange rate volatility, Gravity equation, ex-
ports, Colombia.
jel Classification: F11, F14, F31.
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Introduction
After the collapse of the Bretton Woods system 
of fixed exchange rates, in early 1973, most of the 
developed countries floated their exchange rates. 
Consequently, this generalized floating regime has 
been responsible for an increasing volatility of ex-
change rates, which has been a constant source of 
concern for policymakers and academics, and also 
provided data for several empirical works found in 
the literature analyzing the effects of the exchange 
rate volatility (er volatility) on trade flows. The 
exchange rate volatility is defined as the risk asso-
ciated with unexpected exchange rate movements, 
that is, exchange rate risk increases transaction 
costs and reduces the gains from trade.

According to Sauer and Bohara (2002), due to 
factors such as degree of risk aversion, hedging 
opportunities, the currency used in contracts, or 
the presence of other types of business risk, the 
direction and magnitude between exchange rate 
uncertainty (risk) and trade is an empirical ques-
tion that needs to be investigated.

According to Ozturk (2006), Hooper and Kohl-
hagen (1978), among other authors, the volatility 
of the exchange rate is a source of risk and has 
consequences on the volume of international trade 
and, therefore, on the balance of payments. These 
theories suggest that the higher the volatility of the 
exchange rate, the higher the cost for risk-averse 
traders and, therefore, a smaller foreign trade. This 
is because the exchange rate was agreed at the 
time of the commercial contract, but payment is 
only made when delivery has been made.

However, the main findings in the literature are 
far from conclusive, since the effect of er volatility 
on trade flows can be both negative (Bittencourt, 
Larson, & Thompson, 2007; Clark, Tamirisa, & 
Wei, 2004; Cushman, 1988; Dell’Ariccia, 1999; 
Hooper & Kohlhagen, 1978; Rose, 2000; Thursby 
& Thursby, 1987) as positive (Hwang & Lee, 2005; 
McKenzie, 1998; McKenzie & Brooks, 1997), or the 
result may be insignificant (Aristotelous, 2001; 
Gagnon, 1993; Kumar & Dhawan, 1991). 

Ozturk (2006) highlights that the ambiguity 
of the results is associated with the choice of the 
sampling period, specification of the empirical 
model, proxy for the er volatility and the coun-
tries considered in the study, that is, whether 
these are developed or developing countries.

On the other hand, if exchange rates become 
unpredictable, this creates uncertainty in terms 
of profits, generating a reduction of these in in-
ternational trade. Even if there were protection 
in the markets, there are also cost limitations. In 
addition, other theoretical developments suggest 
that there are situations in which er volatility is 
expected to have both negative and positive effects 
on the volume of trade. De Grauwe (1988) pointed 
out that if the impact of the income effect is great-
er than the substitution effect, this can lead to a 
positive relationship between trade and er volatil-
ity, which depends on the degree of risk aversion 
of exporters. Thus, if exporters are sufficiently 
risk-averse, an increase in er volatility suggests 
a higher expected marginal utility of export earn-
ings, and, therefore, induces increased exports.

The majority of studies about er volatility and 
trade flows is based on cross-country analysis 
(Clark et al., 2004; Cushman, 1988; Dell’Ariccia, 
1999, Rose, 2000; Silva, Freitas, & Mattos, 2016; 
Thursby & Thursby, 1987, among others), while a 
much smaller number of country-specific studies 
are available (Arize, 1995; Aurangzeb, Stengos, & 
Mohammad, 2005; Bittencourt & Campos, 2014;  
Bittencourt & Correa, 2021; Koray & Lastrapes, 
1989; Kumar & Dhawan, 1991; Thi Thuy & Thi 
Thuy, 2019), from which there are only few stud-
ies about er volatility and trade for South Ameri-
can countries, most of them for Argentina, Brazil 
and Chile, and only one  was found for Colombia 
(Kandilov & Leblebicioglu, 2015).

Therefore, the main goal of this study is to in-
vestigate the main impacts of the bilateral er vol-
atility on Colombian sectoral exports for its main 
trade partners for the period 2001-2019, with the 
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use of control variables in addition to er volatili-
ty measure, such as countries’ gdp, distance, and 
dummy variables for contiguity and common lan-
guage. 

Regarding Colombia’s trade dynamics in re-
cent years, Colombia has participated in several 
trade agreements, among which is (fta) with the 
United States (2011), Mexico (1995), with the 
countries of the Northern Triangle (2009 -2010) 
with Mercosur (2004-2005), with Canada (2010), 
among others. Therefore, it is important for Co-
lombian authorities and policymakers to better 
understand the country’s trade pattern and the 
main influences to its exports that comes from er 
volatility, in order to seek more stable monetary 
policies and keep increasing gains from trade. 

One way to analyze the effects of er volatility 
on Colombian exports is through a gravity trade 
model, which is widely used in many empirical 
studies. This model is based on the fundamentals 
of any economy, such as production, distance, bi-
lateral exchange rate, and it also includes dummy 
variables to capture various phenomena.

We use three different approaches applied 
to a panel data of Colombian exports to 11 main 
trade partners and 97 sectors/products: Pooled 
ols, Fixed and Random Effects estimators, and 
Pseudo-Poisson Maximum Likelihood (ppml) ap-
proach.

Therefore, this study brings new insights to 
this already large literature on er volatility and 
trade because it is performed to an important 
South-American economy, Colombia, which was, 
as far as we know, investigated by only one pub-
lished study, and it is a plant-level work (Kandilov 
& Leblebicioglu, 2015). Hence, our study brings 
innovative empirical procedures, which includes 
different model specifications, a sectoral/product 
disaggregation data, includes a set of control vari-
ables not usually employed in such estimations, 
contiguity and common language, and also dif-
ferent time-window measures of er volatility for 
robustness checking.   

The main estimation results show a very ro-
bust negative impact of the er volatility to Co-
lombian exports in most of the specified models. 
The importer´s income seems to affect positively 
the Colombian exports and, as expected, distance 
reduces exports for all estimations. The contigu-
ity and common language seem to have a mixed 
role in explanining trade between Colombia and 
its main partners for the analyzed period. These 
findings suggest some policy implications in 
managing the exchange rate system and promot-
ing exports of Colombia.  

In addition to this introduction, the article is 
divided into four sections. In the next section, a 
brief review of the literature is carried out on the 
relationship between exchange rate volatility and 
international trade. The third section presents 
the empirical strategy adopted in this study. The 
fourth section reports the analysis and discussion 
of the results. Finally, the last section has the final 
considerations.

Literature review
There is an extensive empirical literature trying 
to verify the existence of a relationship between 
exchange rate variability and trade. In this sec-
tion, representative studies are presented in or-
der to identify the main factors that explain the 
differences between them. Most of the contri-
butions on the subject have used two different 
specifications: import or export functions, and 
gravity models with four different econometric 
techniques: cross-sectional regressions, time se-
ries analysis, panel data, and the method Poisson 
Pseudo Maximum Likelihood (ppml).

Gravity model
The gravity model is considered by many trade 
experts as a logic model to explain trade relations 
between countries. The gravity trade model is de-
veloped from the theory of the force of attraction 
between bodies, which is commonly applied in 
Physics. The first economists to apply the gravi-
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ty model of international trade were Tinbergen 
(1962) and Pöyhönen (1963), who organized the 
basic variables of the gravity equation. Accord-
ing to Tinbergen (1962), the main determining 
factors for the success of trade are the size of the 
countries and their geographical distance.

Subsequently, the model has been improved 
and used in further studies. According to Berg-
strand (1989), based on his analysis of supply 
prices, he determined that the effects could have 
an additional variable to include in the gravity 
equation. Effects are called unobservable events 
that affect the variables completely or partially, 
the effects that can be fixed or random. In fact, 
monopoly competition models have allowed for a 
solid economic foundation lacking in the gravity 
equation, which over time has been highly empir-
ically successful.

Therefore, this model has shown to adapt 
more precisely to the reality of prices, in order 
to explain bilateral trade in a series of equations 
related to simple models of monopolistic compe-
tition, thus proposing the importance of includ-
ing multilateral price terms for importers and 
exporters, in order to determine bilateral trade.

Furthermore, in recent years, the gravity 
equation has had extensive empirical success, as 
it better fits the reality of the data, in addition to 
explaining bilateral trade more precisely. 

Bergstrand (1989) examined the theory of 
Linnemann (1966), creating three categories for 
each of the explanatory variables of trade. The 
first category shows the total potential supply of 
the exporting country in the world market, while 
the second one speaks of the total potential de-
mand of the importing country in the world mar-
ket and, finally, the third represents the bilater-
al “resistance” to trade. According to the author, 
supply and potential demand are determined by 
the same forces: the sizes of household products, 
which influence the scale factor adjustment, and 
population, which marks the relationship be-
tween production for the domestic market and 

the foreign market. However, in terms of resis-
tance factors, Linnemann highlights the natural 
obstacles, the best known of which are shipping 
costs. Additionally, there is time, embedded in 
transport, since it generates uncertainty in the 
economic horizon and/or psychological distanc-
es, which enlarge a lack of knowledge of the mar-
ket, its institutions, laws, customs, among others. 
These factors are usually represented by geo-
graphic distance.

Among many applications, Rose (2000) esti-
mates the effect of belonging to a monetary union 
on international trade flows. In this study, the 
author estimates that bilateral trade tends to be 
higher in countries that use the same currency, in 
contrast to a pair of countries that retained their 
sovereign currency. The results obtained by Rose 
are in agreement with the results expected by a 
gravity trade model, that is, the variables are pos-
itively related to gdp and negatively to distance.

Anderson and Van Wincoop (2003) suggest 
the use of a variable, which they called “multilat-
eral resistance” to be added to the original/mod-
ified gravity trade model. According to this vari-
able, exports depend not only on bilateral trade 
costs, but also on relative bilateral trade costs, 
that is, a measure of the trade costs of both coun-
tries relative to all other countries, in addition to 
the variables already specified in previously de-
veloped models. The authors assume the model 
for the SBTC (Symmetric Bilateral Trade Cost) 
hypothesis, according to which for the different 
countries the costs are symmetric and may not be 
taken into account when solving the model.

Furthermore, Wilson et al. (2003), used trade 
facilitation indicators to explain trade flows of 
manufactured goods between 1989 and 2000, di-
vided into four categories: environmental efficien-
cy, customs, environmental regulations and the use 
of electronic commerce. This type of indicator can 
be obtained from mainly qualitative information. 
Therefore, using gravity equations, one can show 
that the three facilitation measures generate the 
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expected results and the expected sign. Thus, the 
improvement in the efficiency of the ports, cus-
toms issues and the use of electronic commerce 
can improve the flow of goods and services. How-
ever, environmental regulations have a negative, 
but significant effect, since they are configured as 
barriers to trade that replace traditional barriers. 
Summing up, main results suggest that improve-
ments in the efficiency of ports, in the customs 
environment and the use of electronic commerce 
can significantly increase trade.

Based on Wilson, Mann, and Otsuki (2003), 
Helble, Shepherd, and Wilson (2007) also eval-
uated trade facilitation within the Asean-Pacific 
Economic Cooperation (apec) economies. Au-
thors used the principal components technique 
to construct two indices that summarize a series 
of facilitation indicators. The relations between 
trade flows and these indices were calculated 
using a gravity model. The authors conclude that 
apec’s potential trade gain is higher than those 
estimated by the reduction of the bilateral tariff 
and no duty barriers.

Shepherd and Wilson (2008), weighted the im-
pact of bilateral trade facilitation of the member 
countries of the Association of Southeast Asian 
Nations (asean). The results showed that trade 
in these countries is influenced by transportation 
infrastructure and information technology.

Sadikov (2007) uses a standard gravity model 
with a sample of 140 countries, in which includes 
the number of documents needed to export and 
the number of company registration procedures. 
The main variable used in the model is a proxy 
for the frontier and the second one evaluates 
the measures “within the frontier”. The results 
showed that, for each additional document es-
tablished for export, there is a reduction of up to 
4.2% in exports, with an impact equivalent to a 
5% increase in import tariffs.

Meanwhile, Ordóñez (2010) proposes a grav-
ity model supported and adapted to the one pro-
posed by Anderson and Van Wincoop (2003) in 

order to study the impact of institutional prox-
imity and institutional distance in bilateral trade 
using the Zero Inflated Poisson method (zip). The 
results of the study suggest that the two nations 
that enjoy a good institutional structure tend to 
have a greater trade flow, compared to two na-
tions with different institutional qualities. How-
ever, two nations with low institutional quality 
tend to trade less than two countries with differ-
ent institutional qualities. Institutional distance 
appears to be favorable for bilateral trade, taking 
into account that institutional distance is relative-
ly less costly in exports compared to Foreign Di-
rect Investment (fdi).

In Colombia, Cárdenas and García (2004) an-
alyzed the impact of a possible fta between Co-
lombia and the United States through the use of a 
gravity trade model. They concluded that an (fta) 
between Colombia and the United States would 
increase bilateral trade by 40.5%, however, trade 
would fall by 57.6% if the agreement was not 
signed. It is important to bear in mind that the re-
sults are only based on partial equilibrium, since 
any increase in multilateral trade has an inevita-
ble impact on Colombia’s gdp. In addition, other 
estimates were made with data on imports from 
the United States by economic sector and they 
found larger effects. It is important to note that 
the database includes a measure of shipping costs, 
which allows a more complete analysis of bilater-
al trade. Finally, Cárdenas and García reached an 
important conclusion, that transportation costs 
(measured as the cif/fob ratio at the sector level) 
are determinants of trade, since the elasticity of 
the United States imports with respect to trans-
portation costs, was -0.5%, so a 10% reduction in 
these costs would increase a country’s exports to 
the United States by 5%.

Effects of the exchange rate volatility
The relationship between er volatility and trade 
flows is complex, creating different views per-
taining this issue. Even though the level of the 
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exchange rate is important for competitiveness 
of exports, traders are more concerned about the 
volatility of exchange rate than its level. The liter-
ature that analyzes the effects of er volatility on 
international trade emerged in the mid-1970s, 
after the collapse of the Bretton Woods system, 
and with the adoption of floating exchange rate 
regimes, the concern to analyze the impact of the 
volatility of the nominal and real exchange rates 
on international trade has increased. 

Following Hooper and Kohlhagen (1978), a 
large number of studies has been published try-
ing to unveil the relationship between er volatili-
ty and trade. However, the theoretical and empir-
ical literature is not conclusive on the effects of 
such an impact, since the evidence indicates pos-
itive, negative, neutral results or a combination 
of the three (Coric & Pugh, 2010; Ozturk, 2006). 
These differences can be attributed to the meth-
odological differences of the countries analyzed, 
the specification of the volatility of the exchange 
rate used, the sample periods and the time series 
used (Ozturk, 2006), and also to the fact that trad-
ers and other economic agents respond different-
ly to uncertainty, which comes from the random 
movement of the exchange rate. According to the 
latter, exporters would be incurring the risk of fu-
ture conversion of revenues as a result of the un-
predictability of the exchange rate, where some 
exporters would reduce the exposure to the risk 
while others would see this situation as an oppor-
tunity to increase profits.

In general, there are studies on er volatili-
ty and trade from different perspectives. Most 
of them focus on groups of developed countries 
and aggregated trade, with little concern about 
different ways to measure er volatility, but there 
are fewer studies that focus on individual emerg-
ing-market countries, and a more disaggregated 
sectoral trade.1 Most of the studies that looked at 

1	 According to Arize, Osang, Slottje (2008), this is due to 
the lack of realiable data on emerging countries.

developed countries found that there is a negative 
relationship between er volatility and exports. 
These include, Clark (1973), Cushman (1988), 
Brada and Mendez (1988), Koray and Lastrapes 
(1989), Chowdhury (1993), Dell’Ariccia (1999), 
Aristotelous (2001), among others.

The seminal study of Hooper and Kohlhagen 
(1978) examined the impact of the er volatility 
on aggregated and bilateral trade for G-7 coun-
tries (except Italy), and they found no empirical 
evidence of a negative effect. On the other hand, 
Cushman (1983), using an extended sample size 
and a similar model to that of Hooper and Kohlha-
gen, found a negative and siginificant effect of the 
er volatility for six of a total of 14 bilateral trade 
flows investigated. 

Chowdhury (1993) used an error correction 
model and focused on G-7 countries, using data 
between 1973-1990. Through the use of a mov-
ing average standard deviation as a measure of 
er volatility, this study found a negative and sig-
nificant relationship between er volatility and 
exports, stressing the presence of risk-averse ex-
porters in these countries. 

Dell’Ariccia (1999) uses a gravity model and 
panel data to investigate the ratio of the probabil-
ity of exchange rate behavior and trade with data 
from 15 Western European countries. The em-
pirical evidence for this work was based on the 
hypothesis that exchange rate instability is detri-
mental to international trade. However, according 
to the results, the negative effect of er volatility 
on international trade was significantly small. 

Brada and Mendez (1988) analyzed the effects 
of exchange rate regimes on the exports of devel-
oped and developing countries, including 15 Lat-
in American countries, from 1973 to 1977, using 
a gravity model.2 They found that the er volatility 
is negatively related to exports.

2	 Some other studies using a gravity model to investi-
gate the relationship between er volaitility and trade 
are: Frankel and Wei (1993), Wei (1996), Dell’Ariccia 
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Caballero and Corbo (1989) use a Koyck-type 
model and real bilateral er volatility measure 
to estimate an export demand equation for six 
countries, among them Chile, Colombia, and Peru. 
They conclude that there is a strong negative ef-
fect of real exchange rate uncertainty on the ex-
ports of all these countries.

Silva et al. (2016) estimated a gravity model to 
investigate the impact of the er volatility on trade 
flows among the South American countries for the 
period of 1997-2011. They used a Poisson-Pseu-
do Maximum Likelihood (ppml) approach, and 
they found that instability of exchange rate is det-
rimental to trade among these countries.

When considering studies about a specif-
ic country, instead of a group of countries, Coes 
(1981) uses a log-level specification to examine 
Brazilian exports for the period 1965-1974 and 
concludes that a significant reduction in er vola-
tility in the country’s economy during the crawl-
ing-peg era had a positive effect on the country’s 
exports after the crawling peg was adopted in 
1968.

Mustafa and Nishat (2004) investigated the 
relationsip between er volatility and export 
growth considering Pakistan’s earliest trading 
partners for the period 1991-2004. The results 
suggest negative effects of the empirical rela-
tionship between export growth and er volatility 
with respect to Australia, New Zealand, the Unit-
ed Kingdom and the United States. However, for 
Bangladesh and Malaysia no evidence was found 
in this regard. Subsequently, Mukhtar and Ma-
lik (2010) took the study of Mustafa and Nishat 
(2004) as a point of reference, looking again at 
the case of Pakistan, but at this time the authors 
considered global exports and a garch specifi-
cation to evaluate the er volatility for the period 
1960-2007. The authors found no statistical evi-
dence of such relationship.

(1999), Rose (2000), Tenreyro (2003), Bittencourt 
(2004), among others.

Bittencourt et al. (2007) studies the effects of 
the volatility of the real exchange rate on Brazil-
ian sectoral trade in Mercosur during the period 
1989-2002. The authors used gravity trade equa-
tions, where the dependent variables represent 
the volume of bilateral trade of five sectors (Agri-
culture, Animal Production, Chemicals, Manufac-
ture and Mining), while the explanatory variables 
represented two measures of the er volatility, 
import tariffs, the gdp of the countries, the geo-
graphical distance, and a measure for the “third 
country” volatility that represents the effect of 
the er volatility of a third trading partner, under 
the bilateral trade considered. Among the results, 
it was observed that the exports from four of the 
total five sectors analyzed (Agriculture, Chemi-
cals, Manufacture, Mining) were negatively affect-
ed by the volatility of the exchange rate.

Bittencourt and Campos (2014) investigates 
the impact of currency instability on the export 
and import flows of Brazil with its main trad-
ing partners between 1989 and 2011. Estimates 
based on the gravity model revealed that trade 
flows between Brazil and its trading partners 
were negatively affected by the er volatility for all 
the sectors analyzed.

Vargas Torres (2014) empirically investigates 
the impact of the er volatility on Colombian trade 
with its major trading partners under the flexible 
exchange rate regime for the period 2000-2012. 
Long-run estimates of cointegration analysis 
were obtained using Johansen’s approach and 
estimates of short-term dynamics were obtained 
using a vector error correction (VEC) model. The 
results showed that increases in the er volatility 
cause reduction in the Colombian exports.

Kandilov and Leblebicioglu (2015) is the only 
published study3 found so far that investigates 
the relationship between er volatility and trade 

3	 Kandilov and Leblebicioglu (2011) evaluates the im-
pact of the er volatility on plant-level investments in 
Colombia. 
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in Colombia. However, this study uses a plant-lev-
el panel data and uses a system-gmm estimator. 
Using two different er volatility measures, garch 
model and a simple standard deviation measure, 
they found a small negative impact of er volatility 
on trade. They conclude that the negative impact 
of er volatility is stronger for small or moderate 
size plants, since they are more likely to enter in-
ternational markets when they experience small 
export incentives. 

Another different perspective when analyzing 
the relationship between er volatility and trade, 
is about the methodology, where many studies 
use the error correction models, including Coes 
(1981), Thursby and Thursby (1987), Cushman 
(1988), De Grauwe (1988), Arize (1990) and 
Dell’Ariccia (1999). However, there are studies 
that use different approaches. Koray and Las-
trapes (1989), for instance, apply a Vector Au-
toregressive (var) model to bilateral trade be-
tween Germany, Canada, France, United Kingdom 
and United States. They found a weak relation-
ship between er volatility and trade in the short-
run, which, if sustained, could cause risk aversion 
and a negative impact on exports in the long-run.  
Some other studies use panel data econometrics, 
such as Cho, Sheldon, and McCorriston (2002), 
Bittencourt et. al (2007), Carmo and Bittencourt 
(2014), Silva et al. (2016), among others.

McKenzie (1999) is a very comprehensive sur-
vey of empirical studies about er volatility and 
trade. His survey of the empirical studies brings 
the same mixed picture of results, with many 
studies finding no significant effect or, where 
significant, no systematic effect in one direction 
or the other. However, the most recent contribu-
tions to the literature have been more successful 
in showing a statistically significant relationship 
between er volatility and trade, which he believes 
that is due to more careful attention to the speci-
fication of the estimation technique and the mea-
sure of volatility used.

Concluding this review, a set of meta-analyses 
can be useful to represent an extensive litera-
ture regarding the effects of the er volatility on 
international trade, such as the studies of Ozturk 
(2006) and Coric e Pugh (2010). These studies 
confirm the majority of findings of negative ef-
fects of exchange rate volatility on international 
trade.4 

Methodology and data

Data
In order to identify the effect of er volatility on 
Colombian trade with its main trading partners, 
a panel data model is estimated using data for 11 
countries (Brazil, Chile, China, Ecuador, Mexico, 
Netherlands, Panama, Peru, Spain, United States, 
Venezuela) for the years between 2001 and 2019. 
The data were taken from various sources. Co-
lombian exports were obtained from Trade Map 
(International Trade Centre), with information 
provided by the United Nations. The export val-
ues ​​were taken with a two-digit level of disaggre-
gation, generating a sample of 97 products. 

The values ​​of the real exchange rate for all 11 
countries were taken from World Development 
Indicators, and these values ​​are expressed in 
terms of the US dollar. Regarding the countries’ 
gdp data, they were provided by the World Bank, 
and their values ​​are expressed in millions of dol-
lars for the period 2001-2019. The data about the 
distance between Colombia and its trade part-
ners are from Centre D’Estudes Prospectives at 
d’Informations Internationales (cepii).

4	 Ozturk (2006) conducted a review of 42 documents 
from 1978 to 2005. Coric and Pugh (2010) considered 
a set of 58 studies published from 1978 to 2003, and 
they find 33 studies that conclude that er volatility 
reduces trade, 25 studies conclude that this relation-
ship is not significant, from which in 6 of those studies 
trade increases in the presence of more er volatility. 
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Dependent variable
The dependent variable to be used is the Colombi-
an exports (expijt), exports from country i (Colom-
bia) to country j (trade partners) at each year t.

The Colombian main destination countries 
represent, on average, 70% of exports for the 
period 2004-2019. Table 1 shows the annual ex-
ports’ share for each of the 11 Colombian trade 
partners since 2004.

According to Table 1, the United States is the 
main destination country for the Colombian ex-
ports, being responsible, on average, for almost 
35% of total exports. In recent years, China be-
came the second main destination for Colombi-
an exports. It is interesting to note the changes 
in theses figures for some countries over time. 
For instance, considering Venezuela’s share on 
Colombian exports, we can see how much these 
numbers decreased since 2009, when Venezue-
la’s share was 12.3%, and declined substantial-
ly since then, reaching, approximately, 0.5% in 
2019. On the other hand, Brazil’s share shows a 
totally opposite behavior, with only 0.8% of the 
Colombian exports in 2004, but achieving 3.7% 
in 2019.

Overall, it seems like China, the Netherlands, 
Panama and Spain were the destinations for Co-
lombian exports that “replaced” the Venezuela 
purchases of Colombian products since 2009, 
since the export shares for these countries in-
creased substantially since then.  

Figure 1 shows the structure of product ex-
ports from Colombia to the rest of the world in 
2006 and 2019. The product category with the 
largest share in 2019 corresponds to the sector of 
mineral fuels, oils and waxes, with a 54% share, 
followed by the coffee/tea sector with a share of 
6%. We can see that these figures slightly change 
when compared to 2006 for some of the sectors. 
The main variation was in the sector of mineral 
fuels, oils and waxes, which increased its share 
in almost 50% in the period considered. Howev-
er, the sectors of vehicles other than railway, iron 

and steel, and sugars experienced a large drop in 
the participation on total Colombian exports from 
2006 to 2019.

The comparison showed in Figure 1 also em-
phasizes a substantial increase in the concentra-
tion of the Colombian exports, since these prod-
ucts were responsible for 70% of total exports in 
2006, but this number went up to 81% in 2019.

Independent variables
The gravity model to be estimated will include, as 
independent variables, countries’ gdp, distance, a 
measure of er volatility, and dummy variables for 
contiguity and common language. Therefore, gdpit 
represents the gross income of Colombia at time 
t, and gdpjt the gross income of each trade part-
ner at time t. According to Bittencourt (2004), as 
this variable represents a proxy for income, it is 
reasonable to assume that the higher the income 
level of the countries, the greater the quantity 
of products demanded. Additionaly, it is implicit 
that the higher the income of a country, the great-
er the diversity of products that are demanded. 
Likewise, this variable is expected to have a posi-
tive effect on Colombian exports.

On the other hand, distij is the geographical 
distance from Colombia (country i) and the trad-
ing partners (country j). This variable is an indi-
cator of transport costs (Nilsson, 1999). There-
fore, it is reasonable to assume that geographic 
distance is a natural barrier to trade. This coeffi-
cient is expected to have a negative effect on Co-
lombian trade flows.

langij is a dummy variable that assumes a val-
ue equal to 1 when both countries speak Spanish, 
and 0 otherwise. According to Andersson (2007), 
sharing the same language can mitigate commu-
nication costs between countries and improve 
trade between them, as seen in Piani and Kume 
(2000).

frontij is a dummy variable that assumes a 
value 1 when the country j has common border 
with Colombia (country i), and 0 otherwise. It 



 66EconoQuantum, volumen 18, número 2, julio-diciembre de 2021, pp. 58-81

is believed that when countries have common 
borders, transportation costs are reduced by in-
creasing trade flows between countries, as seen 
in Jordán and Parré (2006). So, the coefficient as-
sociated with this variable is expected to have a 
positive sign in the estimated model.

volijt represents the measure of bilateral er vol-
atility of Colombia and each of its main partners. 
In order to estimate the relationship between the 
bilateral er volatility on trade between Colombia 
and its main trading partners, a volatility measure 
is used based on the studies of Frankel and Wei 
(1993), Dell’Ariccia (1999), Rose (2000), Bitten-
court et al. (2007) and Tenreyro (2007). According 
to these authors, there is no consensus about the 
best way to measure the bilateral volatility of the 
exchange rate, therefore, this work relies on the 
usual moving standard deviation, described as:
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Where Xij,t is the real bilateral exchange rate, 
xij,t = ln(Xij,t) – ln (Xij,t–1), and k = 2, 3, and 4 years.5 
x ,ij tr  is the mean of xij,t for the last k years.

According to many authors, such as Frankel 
and Wei (1993), Dell’Ariccia (1999), Rose (2000), 
Bittencourt et al. (2007), Tenreyro (2007), Carmo 
and Bittencourt (2014), the use of a measure of 
er volatility using lags larger than one can avoid 
endogeneity problems in the model, and this is 
the reason for using different values for k in equa-
tion (1).

Figure 2 depicts the calculated er volatility 
given by the moving standard deviation for the 
previous four years for only few countries of the 
sample: Brazil, Chile, China and Colombia. The 
behavior of the er volatility for the remaining 

5	 We are using different values for k for robustness, but 
the main results will be based on the estimations un-
der k = 4. 

countries of the sample are not so different than 
those represented in Figure 2. The exceptions 
are Venezuela, the Netherlands and Spain. The er 
volatility for Venezuela is high in the last years of 
the sample, and the opposite occurs for the two 
European countries.   

There is a similar behavior of the er volatili-
ty between China and Colombia. Large volatility 
is apparent in both countries in the first and in 
the last years of the sample. Brazil’s er volatility 
seems to have a different pattern when compared 
to the others. There is an overall decline in the er 
volatility in most of the four countries considered 
in the Figure 2.  

The empirical model
In this work we use an extended gravity model ac-
counting for the volatility of bilateral real exchange 
rate in order to analyze the behavior of Colombian 
exports with its main trading partners with re-
spect to exchange rate fluctuations for the period 
from 2001 to 2019. The econometric specification 
of the gravity model plays a fundamental role in 
the proper estimation of the marginal effects of 
each independent variable on trade. Therefore, the 
gravity model to be estimated is given by:

(2)		 lnexpijt = β0 + β1 ln gdpit + β2 ln gdpjt  + 
		  β3 ln distij  + β4  langij  + β5 frontij  +
		  β6 ln volijt + εijt

In order to analyze the effect of er volatility 
on trade between Colombia and its main part-
ners, the gravity equation to be specified is a 
modified version of the basic equation. In addi-
tion, the econometric approaches to estimate the 
model take different forms, including the Pooled 
ols model, panel data estimations by random 
and fixed effects models, and the Poisson Pseudo 
Maximum Likelihood method (ppml). 

Since equation (2) has as its dependent vari-
able the natural logarithm of Colombian exports, 
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this can create a problem, since the database 
used in this study has 97 products/sectors for 19 
years, and it is likely to have a considerable num-
ber of zeros in the sample, with no exports of such 
products to some trading partners. Therefore, 
the ppml technique was chosen to estimate the 
gravity equation and avoid the zero-trade-flows 
problem. According to Santos Silva and Tenreyro 
(2006), additional advantages on adopting the 
ppml approach are: unbiased estimates in the 
presence of heteroscedasticity, since it is robust to 
different patterns of heterocedasticity; all obser-
vations are equally weighted, since the variance is 
assumed proportional to the mean; and the mean 
is always positive. This estimation is based on the 
replacement of the dependent variable lnexpijt by 
expijt in equation (2).  

According to our data, the dependent vari-
able expijt has a zero value for 4 561 observations, 
which will be excluded from the estimates using 
the direct specification given by equation (2). 

Results and discussion
Firstly, we present the main descriptive statistics 
for the variables of the gravity model. It follows 
with the main empirical results from all econo-
metric approaches: Pooled ols, fixed effects es-
timations, random effects estimations and ppml. 
Finally, we have a sub-section that summarizes 
the main findings about the influence of the er 
volatility on Colombian exports. 

According to Table 2, there are 4 561 obser-
vations with no trade flows in the sample. The 
Colombian gdp (gdpit) has a lower mean than 
the gdp of its main trade partners, but it is larger 
than some of its trade partners, such as Ecuador, 
Panama, Peru and Venezuela. The er volatility 
has different features depending on the number 
of years (k) used for its calculation. For instance, 
larger values used for k imply in a higher mean for 
the er volatility. As expected, Spanish is the main 
language spoken in 64% of the countries consid-
ered in the sample: Chile, Ecuador, Mexico, Pana-

ma, Peru, Spain and Venezuela; and Colombia has 
borders with 45% of its main trade partners: Bra-
zil, Ecuador, Panama, Peru and Venezuela. 

All models were estimated using different win-
dow lags for the er volatility measure (k = 2, 3, 4). 
The results showed that there were no significant 
changes between the estimated models. There-
fore, in most of this section we will present the 
estimates from er volatility based on the 4-year 
lag measure. The estimates obtained by the re-
gression model Pooled, Fixed Effects, Random 
Effects and Poisson Pseudo Maximum Likelihood 
(ppml) are presented, respectively. All tables rep-
resent different model specifications. In addition 
to the variables in the first column, the following 
columns have the estimate results taking into ac-
count year-fixed effects, product/sector-fixed ef-
fects, or both fixed effects. In the last columns we 
have the full version of the gravity model, includ-
ing all the variables expressed in equation (2), 
that is, including common language and border 
variables, followed by year-fixed effects, product/
sector-fixed effects, and both.

Pooled ols estimations
According to the results from the Pooled ols es-
timations, given by Table 3, all the coefficients 
were statistically significant and with the ex-
pected signs. The only exceptions were the ones 
associated to the Colombian gdp, which was not 
significant in the specifications 1 and 5, but this 
coefficient was significant and negative for all 
other estimations. The results also suggest that if 
the additional income of Colombian trading part-
ners varies, the additional income resulting from 
this variation will be used to purchase more Co-
lombian products. According to the first column 
of Table 3, an increase of 1% in the gdp of the 
trading partners generates an increase of 0.48% 
in the volume of exports of Colombian products 
by the trading partner market.

For all specifications, the estimated coeffi-
cients for distance were negative and significant. 
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The estimated coefficients for distance were be-
tween -1.3 and -2.0. Since distance generates a 
factor that hinders trade, the greater the distance 
between trading partners, the higher the trans-
portation costs, and the prices of the traded prod-
ucts increase in the same way. If transportation 
costs increase by 1%, the distance between Co-
lombia and its trading partners causes a -1.3% 
drop in the volume of exports, considering the 
estimated coefficient for distance in the first col-
umn. Dennis and Shepherd (2007) and Bitten-
court et al. (2007) also found that geographical 
distance has a negative impact on the patterns of 
geographical diversification of exports.

The estimated coefficients for er volatility 
varied between -0.26 and -0.38 for all specifica-
tions in Table 3. Therefore, an increase of 1% in 
the er volatility would reduce the Colombian ex-
ports, approximately, in 0.3-0.4%. 

As expected, the estimated coefficients for 
common language and border (frontier) dum-
mies were all significant (columns 5-8, Table 3). 
It is interesting to note that the estimates for com-
mon language were positive, while the estimates 
for border were negative, which can indicate that 
speaking Spanish can increase Colombian ex-
ports, while trading with neighboring countries 
can reduce exports. 

These results make sense, mainly considering 
that the trade flows in 2019 from Colombia to all 
Spanish-speaker countries in the sample (Chile, 
Ecuador, Mexico, Panama, Peru, Spain, Venezuela) 
corresponds to 22% of total Colombian exports, 
while this proportion of total Colombian exports 
corresponds only to 18% for neighboring coun-
tries (Brazil, Ecuador, Panama, Peru, Venezuela). 
However, the negative coefficients for the border 
dummies are not surprising, since Colombian ex-
ports for no-neighboring countries (Chile, China, 
Mexico, the Netherlands, Spain, United States) 
were around 53% in 2019, mainly with the Unit-
ed States and China.  

Figure 3 represents the scatterplot and the 
linear adjustment between actual and predict-
ed log of Colombian exports. It can be seen that 
the small export values are repeated more often 
throughout the sample. For instance, there are 4 
products/sectors (observations) with the same 
export value of us$ 271 000: cocoa products for 
Chile in 2001, wood products for Ecuador in 2007, 
fish and other aquatic invertebrates for Mexico in 
2012, and vehicles and parts other than railway 
for Spain in 2017. If we consider us$ 1 000 export 
value, there are 372 observations in the sample, 
and they become 372 zeros after taking the natu-
ral logarithm of exports, which can be seen as the 
first column of points in Figure 3.

Panel data estimations
According to Table 4, we have the results from 
the fixed and random effects models. The esti-
mated coefficients for Colombian gdp were pos-
itive and significant for most of the specifications 
(except for specifications 4, 6 and 8), which is ex-
pected by the theory, but it is the opposite than it 
was obtained from the Pooled ols results. The es-
timated coefficients for the Colombian trade part-
ners’ gdp were once again positive and significant 
for all specifications, varying between 0.2 and 0.4. 
These estimates were lower in magnitude than 
the ones from the Pooled ols.

Since there are no estimates for time-invari-
ant variables in a fixed-effects model, we need to 
rely only on a random-effects model to get such 
estimates. Therefore, the estimated coefficients 
for distance, from specifications 3-8, were all neg-
ative and significant, showing similar magnitude 
to the same estimations from the Pooled ols.

Frontier and common language dummies are 
additional time-invariant variables in the gravity 
model, which random effects estimates showed 
negative and significant coefficients for Frontier 
(border), and no significant estimates for com-
mon language. According to Table 4, Colombian 
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trade with a neighboring country can reduce ex-
ports in a larger proportion than observed from 
the Pooled ols estimates, which is not a surprise 
since a considerable proportion of the Colombian 
exports are with the United States and China, as 
mentioned before. However, we have distinct re-
sults when we look at the estimated coefficients 
for common language dummies. While these es-
timates were positive and significant in Table 3, 
the estimates from random-effects models are 
not significant, that is, on average, the Colombi-
an exports do not change because its partner is a 
Spanish-speaker country.

Table 4 shows that the estimated coefficients 
for er volatility were all negative and statistical-
ly significant, which means that, on average, the 
greater the instability of the bilateral real ex-
change rate, the lower the Colombian exports will 
be. In other words, an increase in exchange rate 
volatility increases trade costs between Colombia 
and its trading partners, which has a negative im-
pact on total trade between them. Following Rose 
(2000), both instability and currency fluctuations 
are associated with greater risk and uncertainty 
on the part of economic agents, which can repre-
sent a disincentive that harms international trade 
activities. The results shown in all specifications 
indicate that er volatility has a negative effect on 
trade dynamics, as a 1% increase in er volatility 
could cause a reduction of, approximately, 0.3% 
in the volume of Colombian exports, considering 
the second column of Table 4. The negative effect 
of er volatility in trade between countries derives 
from the theory of choice of uncertainty. This the-
ory emphasizes that, in situations of uncertainty, 
economic agents choose the option that offers the 
least risk, if they are risk averse. The application 
of these assumptions to trade means that, in situ-
ations in which the volatility of the exchange rate 
makes activity related to the external market un-
certain, the producer agents choose activities in 
which the risk is lower. That is, choose activities 
for the domestic market (Cho et al., 2002).

ppml estimations
The most appropriate approach we used was 
the Poisson Pseudo Maximum Likelihood (ppml) 
method (Table 5), since its results are consis-
tent in the presence of heteroscedasticity and 
considers all 20 273 observations, including the 
zero-values in the sample. Based on the results 
obtained through the different specifications, it 
is observed that almost all of the estimated co-
efficients for lngdpit and lngdpjt were positive and 
statistically significant. These results corroborate 
the findings from the literature. The results are 
also in agreement with the central hypothesis of 
the gravity model, with a positive relationship be-
tween income and trade. The estimates varied be-
tween 0.5 and 0.8 for the Colombian gdp, and 0.4 
to 0.7 for the trading partner’s gdp. It is believed 
that the increase in the level of income of the trad-
ing partner occurs in parallel with an increase in 
the demand for imported products. These results 
are similar to those found in the studies by Santos 
Silva and Tenreyro (2006), Helble et al. (2007).

As mentioned in the literature review, the vari-
able distance is used in this study as a substitute 
for transport costs in trade. According to Table 5, 
it is observed that Colombian exports are inverse-
ly related with the distance between the coun-
tries considered. This result indicates that if the 
transportation cost increases by 1%, the volume 
of trade will decrease by 0.94%, according to es-
timates in the first column of Table 5. This result 
is supported by Santos Silva and Tenreyro (2006), 
which also found smaller coefficients for distance 
using a ppml model than when using Pooled ols, 
and Bittencourt et al. (2007), which analyzed the 
impact of er volatility on Mercosur trade, where 
the authors found similar results for the variable 
that represents the distance between countries.

The dummy variables for frontier and common 
language produced negative and significant esti-
mated coefficents. The estimated coefficients for 
common language (langij) showed similar mag-
nitudes to the estimated coefficients for frontier 
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(frontij). Therefore, when considering the whole 
sample, including 4 561 zeroes, the presence of a 
neighboring country or a Spanish-speaker coun-
try as a trade partner actually reduces the overall 
Colombian exports, considering all other vari-
ables constant. 

Directing the analysis to the variable that rep-
resents the main focus of this study, all the esti-
mated coefficients of er volatility were negative 
and statistically significant, which shows that, on 
average, the greater the instability of the bilateral 
exchange rate, the lower the total trade between 
the countries analyzed. That is, on average, an in-
crease of 10% in the er volatility would reduce 
exports in 0.12-0.17 thousands of us dollars. 
These are very small estimates, which are simi-
lar to the ones estimated by Koray and Lastrapes 
(1989), Lastrapes and Koray (1990), Frankel and 
Wei (1993) and Eichengreen and Irwin (1998), 
Hondroyiannis, Swamy, Tavlas, and Ulan (2008). 

er volatility and trade
Turning to the main focus of this paper, all mod-
el estimations discussed, based on Tables 3, 4 
and 5, suggest that the impact of er volatility is 
negative and significant considering a moving 
standard deviation measure using equation (1) 
with k = 4, that is, using a 4-year lag. However, if we 
try to get more robustness in our investigation of 
the impact of er volatility on Colombian exports, 
it is necessary to consider other lag windows 
(k values) for the moving standard deviation mea-
sure for er volatility. Table 6 shows a summary of 
the estimated coefficient for er volatility with lag 
windows of k = 2 and k = 3, for all respective spec-
ifications reported in previous tables for k = 4.

Comparing all estimated coefficients in Table 
6, we can see that most of the estimates are sta-
tistically significant, and also that the long-run er 
volatility (k = 4) coefficients are larger than the 
medium (k = 3) or short-run (k = 2) estimates. De 
Vita and Abbott (2004) also find stronger impacts 

of er volatility on exports using a long term vola-
tility based on the past five years (k = 5).

According to Perée and Steinherr (1989), ex-
porters can, relatively easily, insure against short 
term risk through forward market transactions. 
However, it is much more difficult and costly to 
hedge against long term risk. De Grauwe and De 
Bellefroid (1986) and De Grauwe (1988) argue 
also that short-run variability is irrelevant to 
trade, which corroborates the results reported in 
Table 6 with low coefficients estimated using a 
short-run measure of volatility with k =2. 

Having provided evidence supporting the in-
fluence of er volatility on Colombian exports, we 
can make a few observations regarding the ob-
tained estimates. Firstly, results reveal a higher 
long term impact of the real exchange rate, both 
in terms of significance and magnitude in all 
models. This would suggest that past informa-
tion is particularly relevant in order to assess the 
impact of exchange rate volatility on trade. This 
analysis confirms much of the existing literature 
in that short-run effects of the exchange rate on 
trade are limited. It is, therefore, advisable to con-
centrate future analysis on longer term effects of 
exchange rate levels on trade. Secondly, the im-
pact of exchange rate changes on exports found 
here is echoed in much of the literature (Baek & 
Koo, 2009; Bahmani-Oskooe & Ardalani, 2006; 
Haynes, Hutchison, & Mikesell, 1986). Finally, the 
negative impact of er volatility on trade found in 
our estimations confirm the findings from Vargas 
Torres (2014) and Kandilov and Leblebicioglu 
(2015) for Colombia, Caballero and Corbo (1989) 
for Chile, Colombia and Peru, Bittencourt and 
Correa (2021) for Brazil, Bittencourt et al. (2007) 
for the Mercosur countries, Silva et al (2016) for 
South America, among others.  

 
Final considerations
The main objective of this study was to analyze 
how exchange rate volatility affects the Colom-
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bian exports with its main trading partners, be-
tween 2001 and 2019. This study contributes to 
the literature of er volatility and trade, mainly be-
cause it was applied to Colombian trade flows for 
the first time considering a sectoral data disag-
gregation and the econometric techniques used, 
and also for using different time-specifications 
(lags) for the er volatility measures. 

Even though the literature that relates inter-
national trade to changes in the exchange rate is 
extensive, there is no exact conclusion as to how 
these volatile effects can affect trade. A large em-
pirical literature finds a negative, positive and 
mixed relationship between er volatility and 
trade. Therefore, in this study, when analyzing 
such relationships, the results obtained show that 
er volatility is detrimental to the commercial re-
lationship between Colombia and its main trading 
partners, that is, that export performance will be 
negatively impacted by er volatility in the long-
run. A one percent increase in er volatility would 
reduce export volume significantly by about 0.25 
to 0.4 percent. 

According to Clark et al. (2004), our findings 
occur because exporting companies are capable 
of altering production factors in the short term. 
Thus, companies become more vulnerable to 
changes in international prices, declining profits, 
and facing greater difficulty adjusting to exchange 
rate fluctuations. Therefore, following Baldwin 
and Krugman (1989), the effects of er volatility 
may be different for each sector of the economy 
as a consequence of the specific characteristics of 
each sector. The authors argue that sectors with a 
high initial demand for investment are less affect-
ed by er volatility.

Our gravity model performs well empirically, 
yielding precise and generally reasonable esti-
mates. The coefficient on distance was negative 
and statistically significant for all estimated mod-
els, and very similar to results from Santos Silva 
and Tenreyro (2006), Tenreyro (2007), Bitten-
court et al. (2007).

As in many other studies, one of the main driv-
ers of trade flows is found to be income –which 
is specified as domestic income in the case of 
imports and foreign income in the case of bilateral 
exports. The coefficients on gdp were positive and 
statistically significant for most of the estimated 
models. A rise in national income leads to an in-
crease in the value of domestic imports through 
the increased purchasing power of Colombian 
consumers. In a same way, foreign income plays a 
significant role in determining Colombian exports.

The coefficients for contiguity (border/fron-
tier) and common language, which were includ-
ed as country-specific control variables, seem to 
negatively affect Colombian exports, which would 
be an unexpected result, however, due to the large 
part of Colombian products be shipped to the 
United States and China makes this result not so 
unusual.

Our results have several policy implications. 
First, and foremost, economic policies that aim to 
stabilize the exchange rate are likely to increase 
the volume of trade for Colombia and its trade 
partners. Second, although considering exchange 
rate policy, it is essential for the government to 
adapt synchronous implementation solutions to 
overcome possible presence of bottlenecks in Co-
lombian exports.

This study can be extended in several direc-
tions. First, one could also assess how er volatil-
ity affects Colombian imports and compare with 
our results for exports. Additionaly, one could 
also explore different levels of trade disaggrega-
tion to see if there are differences in the impacts 
of er volatility on sectoral trade. Finally, our work 
could also be extended by the use of different 
econometric approaches and measures for er 
volatility.
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Figure 1 
The structure of product exports for Colombia in 2006 and 2019 (% share on total exports)

Source: Elaborated by the authors based on UN Comtrade Database.

bra chl chi ecu mex nld pan per spa usa ven Total
2004 0.8 1.5 0.8 6.0 3.1 2.3 1.2 3.2 1.3 42.0 9.7 72.0
2005 0.9 1.4 1.1 6.2 2.9 2.1 1.2 3.3 1.6 41.7 9.9 72.5
2006 0.8 1.0 1.8 5.0 2.4 2.1 1.0 2.8 2.1 41.0 11.0 71.1
2007 1.6 1.2 2.6 4.2 1.6 2.8 0.8 2.7 1.9 35.4 17.4 72.4
2008 1.7 2.3 1.2 4.0 1.6 2.0 0.8 2.3 1.7 38.0 16.2 71.8
2009 1.8 2.9 2.9 3.8 1.6 4.1 0.9 2.4 1.5 40.0 12.3 74.2
2010 2.6 2.3 4.9 4.6 1.6 4.0 2.3 2.8 1.4 43.0 3.6 73.2
2011 2.4 3.9 3.5 3.3 1.2 4.4 3.4 2.4 3.0 38.5 3.1 69.3
2012 2.1 3.6 5.5 3.2 1.4 4.1 4.8 2.6 4.9 37.0 4.2 73.6
2013 2.7 2.7 8.7 3.4 1.5 3.9 5.5 2.2 4.9 32.0 3.8 71.2
2014 3.0 1.8 10.5 3.4 1.7 3.9 6.6 2.2 6.0 26.4 3.6 69.1
2015 3.3 2.1 6.3 4.0 2.6 4.2 6.7 3.2 4.4 28.2 3.0 68.1
2016 3.2 2.2 3.6 3.9 3.0 3.9 6.2 3.4 3.7 33.0 2.0 68.1
2017 3.6 2.7 5.3 3.9 4.1 4.1 6.8 3.0 2.6 29.2 0.8 66.2
2018 3.7 2.8 9.7 4.4 3.9 2.5 7.3 2.8 2.8 27.1 0.8 68.1
2019 3.7 2.4 11.5 4.9 3.6 3.1 5.9 2.9 1.3 31.0 0.5 70.9
Mean 2.4 2.3 5.0 4.3 2.4 3.3 3.9 2.8 2.8 35.2 6.4 70.7

Note: bra (Brazil), chl (Chile), chi (China), ecu (Ecuador), mex (Mexico), nld (Netherlands), pan (Panama), per (Peru), spa (Spain), 

usa (United States), ven (Venezuela).

Source: Elaborated by the authors based on data from Trade Map (International Trade Centre).
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Figure 2
The er volatility calculated using the moving standard deviation (k = 4)

for selected countries, for the period 2001-2019

Source: Elaborated by the authors based on data from World Bank.

p. 66

Table 2 
Main descriptive statistics for the variables of the gravity model

Variable Obs. Mean Standard deviation Min Max
lnexpijt 15 712 6.700 2.992 0 16.593
lngdpit 20 273 26.131 0.481 25.273 26.668
lngdpjt 20 273 27.020 1.852 23.249 30.695
lndistij 20 273 8.033 0.989 6.496 9.611
volijt (k = 2) 20 273 0.099 0.365 0.00001 5.018
volijt (k = 3) 20 273 0.139 0.412 0.002 4.839
volijt (k = 4) 20 273 0.187 0.485 0.004 4.709
langij 20 273 0.636 0.481 0 1
frontij 20 273 0.454 0.497 0 1

Source: Author’s calculations. 
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Table 3
Estimation results from the Pooled ols model

Pooled ols
lnexpijt 1 2 3 4 5 6 7 8
lngdpit -0.041 -0.316** -0.111* -0.408* -0.080 -0.384* -0.171* -0.514*

(0.05) (0.12) (0.04) (0.09) (0.06) (0.12) (0.04) (0.09)
lngdpjt 0.481* 0.484* 0.605* 0.609* 0.511* 0.515* 0.653* 0.659*

(0.02) (0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02)
lndistij -1.278* -1.285* -1.715* -1.725* -1.451* -1.461* -1.976* -1.991*

(0.04) (0.04) (0.03) (0.03) (0.05) (0.05) (0.04) (0.04)
lnvolitj -0.266* -0.288* -0.305* -0.336* -0.292* -0.321* -0.344* -0.385*

(0.03) (0.03) (0.02) (0.02) (0.03) (0.03) (0.02) (0.02)
const 4.318* 11.309* 2.939* 12.248* 5.861* 13.607* 5.231* 15.723*

(1.36) (3.15) (1.03) (2.33) (1.42) (3.16) (1.06) (2.29)
langij - - - - 0.304* 0.308* 0.472* 0.477*

- - - - (0.08) (0.08) (0.06) (0.06)
frontij - - - - -0.505* -0.508* -0.753* -0.760*

- - - - (0.09) (0.09) (0.06) (0.06)
Year fe - Yes - Yes - Yes - Yes
Product fe - - Yes Yes - - Yes Yes
obs. 15 712 15 712 15 712 15 712 15 712 15 712 15 712 15 712
R2 0.080 0.081 0.551 0.552 0.086 0.086 0.562 0.564

Note: Standard errors in parenthesis; *** p<0.10, ** p<0.05, * p<0.01.

Source: Author’s calculations.	

Figure 3
Actual versus predicted log exports for Colombia, from 2001-2019

Source: Author’s calculations.
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Table 4
Estimation results from the panel data model

Fixed Effects Random Effects
lnexpijt 1 2 3 4 5 6 7 8
lngdpit 0.342* 0.171*** 0.264* 0.063 0.182* 0.090 0.198* -0.026

(0.08) (0.10) (0.07) (0.10) (0.06) (0.11) (0.06) (0.09)
lngdpjt 0.217** 0.198** 0.305* 0.303* 0.397* 0.276* 0.377* 0.381*

(0.09) (0.10) (0.07) (0.07) (0.05) (0.08) (0.06) (0.06)
lndistij - - -1.203* -1.205* -1.458* -1.784* -1.962* -1.977*

- - (0.12) (0.13) (0.09) (0.20) (0.12) (0.12)
lnvolitj -0.248* -0.297* -0.251* -0.296* -0.255* -0.298* -0.257* -0.302*

(0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03)
const -8.653* -3.883** -0.141 4.969** 0.743 10.422* 5.514* 11.179*

(1.46) (1.89) (1.54) (2.19) (1.45) (2.79) (1.89) (2.34)
langij - - - - - -0.307 -0.045 -0.049

- - - - - (0.31) (0.20) (0.21)
frontij - - - - - -1.283* -1.260* -1.271*

(0.36) (0.21) (0.21)
Year fe - Yes - Yes - Yes - Yes
Product fe - - - - Yes - Yes Yes
obs. 15 712 15 712 15 712 15 712 15 712 15 712 15 712 15 712
R2 0.090 0.097 0.090 0.098 0.089 0.098 0.090 0.097

Note: Standard errors in parenthesis; *** p<0.10, ** p<0.05, * p<0.01.

Source: Author’s calculations.

p. 68
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Table 5
Estimation results from the ppml model

Poisson Pseudo Maximum Likelihood (ppml)
expijt 1 2 3 4 5 6 7 8
lngdpit 0.459* 0.630 0.459*** 0.630*** 0.682* 0.808** 0.682* 0.808*

(0.19) (0.36) (0.10) (0.15) (0.20) (0.36) (0.09) (0.13)
lngdpjt 0.694*** 0.699*** 0.694*** 0.699*** 0.361* 0.379* 0.361* 0.379*

(0.06) (0.06) (0.03) (0.03) (0.06) (0.06) (0.04) (0.04)
lndistij -0.942*** -0.935*** -0.942*** -0.935*** -1.381* -1.366* -1.381* -1.366*

(0.12) (0.12) (0.08) (0.08) (0.19) (0.19) (0.11) (0.12)
lnvolitj -0.152* -0.117* -0.152*** -0.117** -0.153** -0.135** -0.153* -0.135*

(0.06) (0.06) (0.05) (0.06) (0.07) (0.06) (0.04) (0.05)
const -14.079** -18.521 -18.028*** -22.470*** -6.059 -9.871 -10.008* -13.819*

(5.27) (9.53) (2.66) (3.87) (5.18) (9.54) (2.71) (3.91)
langij - - - - -1.122* -1.068* -1.122* -1.068*

- (0.27) (0.26) (0.19) (0.18)
frontij - - - - -1.290* -1.248* -1.290* -1.248*

(0.24) (0.24) (0.16) (0.16)
Year fe - Yes - Yes - Yes - Yes
Product fe - - Yes Yes - - Yes Yes
obs. 20 273 20 273 20 273 20 273 20 273 20 273 20 273 20 273

Note: Standard errors in parenthesis; *** p<0.10, ** p<0.05, * p<0.01.

Source: Author’s calculations.

p. 69
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p. 70Table 6
Summary of the er volatility estimations

er Volatility Pooled ols
1 2 3 4 5 6 7 8

k = 2 -0.072* -0.097* -0.098* -0.133* -0.077* -0.103* -0.106* -0.143*

k = 3 -0.218* -0.248* -0.262* -0.299* -0.243* -0.278* -0.299* -0.345*

k = 4 -0.265* -0.288* -0.305* -0.336* -0.292* -0.321* -0.344* -0.385*

Year fe - Yes - Yes - Yes - Yes
Product fe - - Yes Yes - - Yes Yes
er Volatility Fixed effects Random effects

1 2 3 4 5 6 7 8
k = 2 -0.078* -0.106* -0.076* -0.103* -0.075* -0.104* -0.076* -0.103*

k = 3 -0.220* -0.273* -0.219* -0.269* -0.221* -0.271* -0.223* -0.272*

k = 4 -0.248* -0.297* -0.251* -0.296* -0.255* -0.298* -0.257* -0.302*

Year fe - Yes - Yes - Yes - Yes
Product fe - - - - Yes - Yes Yes
er Volatility ppml

1 2 3 4 5 6 7 8
k = 2 -0.028 -0.060 -0.028 -0.060** -0.019 -0.049 -0.019 -0.049***

k = 3 -0.123** -0.105*** -0.123* -0.105** -0.123*** -0.120** -0.123* -0.120*

k = 4 -0.152* -0.117* -0.152*** -0.117** -0.153** -0.135** -0.153* -0.135*

Year fe - Yes - Yes - Yes - Yes
Product fe - - Yes Yes - - Yes Yes

Note: *** p<0.10, ** p<0.05, * p<0.01.

Source: Author’s calculation.	




